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Abstract—Originally part of a larger collaborative literature
review in the field of human-computer-interaction, this term
paper gives an overview of the methods that can be applied
to collected eye-tracking gaze data in order to map it toward
a given 3-dimensional scene. Furthermore, it discussed how to
reconstruct such a scene of the real world in the digital realm,
depending on the eye-tracking hardware or based on the collected
data that can be utilized for this task. Finally, a discussion
of visualization techniques shows how to display the gaze data
within this 3-dimensional scene in a meaningful manner.

Index Terms—eye-tracking, gaze analysis, scene mapping,
scene reconstruction

I. INTRODUCTION TO ANALYSIS OF MOBILE
EYE-TRACKING DATA

Recording and understanding human behaviour is central
part in the field of human-computer-interaction. Data collected
during such experiments can guide to us integrate our digital
environment more seamlessly and to gain a deeper understand-
ing into the human psychology when living in and interacting
with reality.

To quantify this behaviour and build such an understanding
of our connection to the world around us, eye-tracking studies
have proven to be a reliable source of data that can give us a
glimpse into the human psyche. Not only is the gaze a very
effective and quite accurate representation of the participant’s
attention at any given point in time, this data can even lead to
models about people’s emotion and intent of action.

When handling gaze data from an eye-tracking experiment,
it always should be considered in the context of the world
around it. Not only to understand and quantify what the
participant was looking at, but also to map the gaze directions
to coordinates in a virtual scene.

This section of the literature review will take a look at scene
analysis and discuss how to generate a semantic understanding
about the world around us from various data collected during
eye-tracking studies. We will present how this gaze data can
be mapped onto 3-dimensional virtual representations of the
real scene and how to reconstruct such a scene from collected
data. Furthermore, we will take a look at how to visualize the
gaze information in that scene and what hardware can be used
to achieve such results.

II. SCENE ANALYSIS

We humans move around complex 3-dimensional environ-
ments in our everyday lives. To meaningfully understand our
interactions with the real world, researchers are trying to

quantify and model these scenes. With the advent of aug-
mented reality in smartphones and a move towards seamless
integration of the digital into the real world, it becomes
increasingly important to gain a deeper understanding of the
world around us from the data collected during mobile eye-
tracking studies.

We describe how we can map the gaze information collected
during an eye-tracking study towards 3-dimensional worlds.
That means, how to translate the angular gaze directions
into absolute scene coordinates. We consider how to track
positional and angular head movement by the participants and
how to treat object edge cases due to uncertainty owed to
the precision of gaze data. This 3D mapping can be done
by ray-tracing or by recording depth information. Afterwards,
the gaze information can then be mapped either on a pre-
existing virtual model of the scene, or one can be reconstructed
from various types of data collected during the eye-tracking
experiment (such as a 2D video, 3D depth video or additional
video feeds). Furthermore, we present how to interact with the
virtual environment and how to visualize the collected gaze
data in it. This includes point clouds, voxel representations,
polygon meshes, heatmaps and presenting ways to export these
visualizations. And we take a look at hardware that can be used
for 3D mapping and even for 3D reconstruction, such as the
HoloLens 2 and the Vive Pro Eye.

A. Mapping towards 3D scenes (and reconstruction of such)

1) Introduction: Usually, eye-tracking studies are focused
on analyzing gaze behavior of the participants in a 2-
dimensional environment. That means, the gaze information
only needs to be mapped on a flat plane, that resides in front
of the participant’s head.

However, since the world around us is made up of complex
3-dimensional geometries, it is important to consider how
to map eye-tracking data in a 3-dimensional scene. This
might for example be a participant looking at a statue from
different directions, or participants moving around freely in a
museum with many rooms, glancing at the various exhibits.
Furthermore, these scenes do not always exist as a digitized
virtualization in advance. Therefore it can also be a challenge
to reconstruct that 3-dimensional scene in order to have enough
data about the geometries of the space and the objects it
contains, so that the researchers can generate a meaningful
interpretation of the gaze data collected by the eye-tracker.



2) 3D mapping: Eye-tracking devices usually collect 2-
dimensional data. The most common form of this are the
pupils gaze coordinates, which specify the gaze direction of
the participant over discretized time intervals. However, when
measured with mobile eye-trackers, this data is relative to the
head of the participant, so more information is needed to
translate these coordinates into a meaningful representation.
Depending on the hardware used, researchers can collect
various types of additional input data during eye-tracking
studies, which can then be utilized for localization, 3D gaze
mapping and even for 3D reconstruction of the scenes.

a) Tracking of head movement: Furthermore, in many
eye-tracking studies the participants have the ability to move
around in space as they would normally do, so a head mounted
eye-tracking device is employed. As the gaze data is relative
to the head position and rotation and the participant can freely
move their head, the movement of the head needs to be
determined and considered when calculating the gaze positions
in order to generate meaningful results from the experiment.

To locate the participant’s head position and rotation in 3-
dimensional space, usually a 2-dimensional RGB-video feed
of the participants field of view is being recorded during the
study. This RGB-video not only helps the researchers visualize
the collected data and replay the participant’s experience from
their point of view, the video can then also be used to set
markers and optically track the movement of these markers
to then calculate the camera’s transformation in 3-dimensional
space, utilizing algorithms such as SLAM (Simultaneous local-
ization and mapping) [4]. To support this process, a common
strategy in eye-tracking studies is to print out distinct black-
and-white markers with high-contrast corners and use them as
static markers for the tracking algorithms, as is for example
used in EyeSee3D [17].

Also, accelerometer data collected within the eye-tracker
can augment these calculations, resulting in a higher accuracy.

Another way of tracking the participant’s head movement
is often found in Virtual Reality headsets like the HTC Vive,
where active markers are mounted in a fixed position in the
environment (for example in the corners of a room) [2].
Sensors on the headset itself then use signals from these
markers to accurately determine the position and rotation of
the headset in space.

b) Using 3-dimensional RGB-D video: To be able to map
the gaze data onto an accurate 3-dimensional scene of the
environment, the researchers need to have a pre-existing 3-
dimensional model of that scene or reconstruct it themselves
using data collected during the experiment. The model could
be created beforehand, for example by measuring out the
rooms and constructing a computer model of the scene by
hand, or by scanning the environment with specialized hard-
ware before the experiment takes place. When reconstructing
the scene with data collected from the experiment itself, the
2-dimensional video feed can be used.

However, to aid in making this reconstruction process more
robust, an RGB-D (containing depth information) feed can be
recorded instead of the standard 2-dimensional RGB video

feed; provided the eye-tracker has such a dedicated camera or
two RGB-cameras to augment the depth data, or such hardware
is mounted on the eye-tracking device. This data can then be
utilized by the SLAM algorithm [4] to localize and track the
participants head in 3-dimensional space [9], [21].

Using the depth information of the recorded video as
measure of distance, it is trivial to calculate a coordinate in
space, given the position and rotation of the head and the gaze
direction at that time.

¢) Calculating gaze coordinates in the scene: Given a
3-dimensional representation of the environment and the head
position and rotation for each point in time, a normal ray can
be traced in the gaze direction, until it meets an object in
space, which would then be the coordinate of the users gaze
target. The accuracy and precision of the recorded gaze data
also applies here, in addition to the accuracy of the virtual
scene and the calibration in that space. The farther away this
coordinate is, the larger the area of uncertainty about the true
user’s gaze target.

Also, considerations need to be made when looking near
the edge of objects. In a 2-dimensional visualization of the
users gaze data (for example a heatmap over a frame of the
users point of view), inaccuracies in gaze interpretation usually
result in small deviations in the visualization. However, in 3-
dimensional space, these inaccuracies can result in the gaze
ray hitting an object close to the participant or missing it,
and therefore traveling many more meters before hitting a
completely different object in the distance. Assumptions can
be made about the participant’s preference to keep looking
at a certain object. For example, if they have been watching
the same object for a while and are now looking right at the
edge of that object, it could be assumed that the participant is
still focusing the object, rather than watching the sky behind it.
This uncertainty can be analyzed and minimized with Bayesian
inference methods to estimate the most probably result for
gaze-to-object mapping [1].

3) 3D reconstruction: Reconstructing a real-world scene in
a virtual model is a crucial problem when trying to understand
human behavior in complex environments. There are different
methods to achieve this task, depending on what data can be
collected about the real-world scene.

a) Reconstruction from 2-dimensional video: First of all,
reconstruction by a 2-dimensional video feed is rather difficult,
but increasingly important with the advent of smartphones and
the growing demand for augmented reality capabilities within
these devices.

Although this problem can be viewed as a research topic
separate from eye-tracking, the technique for this type of data
is also especially relevant for eye-tracking studies, as most eye-
trackers already have an integrated RGB-video camera (rather
than a depth sensor).

This challenge is further complicated if the video feed
contains arbitrary movement (i.e. chosen by the participant)
instead of strategic exploration of the 3-dimensional scene, as
one would do to retrieve a complete scan with few occlusions
[10].



Solutions for this challenge include calculating the camera
movement by traditional tracking methods such as SLAM [4]
and then calculating a point-cloud model from the colored
pixel values, utilizing camera movement in consecutive frames
to determine the distance of these colored voxels from the
camera.

Newer approaches use machine learning to feed the video
into a network and receive a voxel or point cloud representa-
tion of the virtual world. Although requiring a large amount
of training data, these methods tend to be more robust in
their understanding of real-world geometries due to the high
generalization capabilities of neural networks [14].

b) Reconstruction from 3-dimensional video: An ar-
guably easier problem is the reconstruction by a RGB-D video
feed, meaning a video feed that includes depth data. This can
be achieved by mounting a time-of-flight camera to the eye-
tracker or by utilizing two cameras and using a stereoscopic
algorithm to approximately calculate the depth map.

While still needing to accurately estimate the camera move-
ment from this 3-dimensional video feed, the depth data can
aid in these calculations and no guesses need to be made about
how far the objects in the video are in reality. This simplifies
the problem, as one could already make a point-cloud model
of the environment with just one single frame of that video
feed, with the resulting accuracy depending on the accuracy of
the collected data. The data of multiple frames then needs to
be matched into a single virtual scene, having to decide how to
handle overlapping regions, conflicting data points and outliers
[6]. For example, Bayesian point cloud reconstruction could
be used to merge the various observed data points into a single
robust model [7].

Fig. 1. 3D scene reconstruction as point cloud from 2D eye-tracker video [9]

¢) Reconstruction from additional video feed: If re-
searchers want to avoid the problem of arbitrary movement
by the participants (for example nobody walking behind an
object), which can leading to areas of missing data, they can
record an additional video for 3-dimensional reconstruction,
independent from the eye-tracker’s field-of-view perspective.
This could for example be achieved by exploring the space
with drones that fly above or around the space, in which the
participants will move around [13]. This way, the researchers
can actively track which areas are covered well by the recon-
struction and which perspectives need more input data.

4) Visualization:

a) 3-dimensional scene representations: The virtual
scene could then be displayed as a point cloud, matched into
a colored voxel representation of the scene or converted into
a polygon mesh, depending on the properties of the provided
virtual scene or the technique used to reconstruct that scene.

Furthermore, this model could be used to estimate simple
geometric shapes in the environment, covered with textures
from the captured color data, based on assumptions about
the shapes in that scene (for example flat house facades with
preferably vertical and horizontal edges resulting in simpler
polygon meshes) [5], [15].

b) Rendering gaze data: We can then render the col-
lected gaze data in various ways onto that 3-dimensional
model, in a similar fashion as one would do for 2-dimensional
eye-tracking experiments. Saccades and fixations can be drawn
as points and lines, respectively. If they occur on the convex
surface of the object instead of jumping through empty space,
they should preferably be rendered directly onto the object as
part of its texture. This way, the visualizations are directly
bound to the surface of that object and can be easily exported
with the object itself.

Heatmaps can also be rendered into the texture in the same
manner [16], or they can be drawn onto a transparent cylinder
that wraps directly around the object, in order to avoid high-
cost texture calculations on high-poly models. When drawing a
heatmap onto the scene, it could be advantageous to not keep
the affected area restricted to the object itself, but rather to
consider the viewing direction and perspective of the observer.
This way, heat can spill on the objects or wall behind the
observed object, while creating a shadow of unaffected area
right behind the object, resulting in a direct representation of
all areas that were close to the participant’s fovea and therefore
in the observer’s center of attention [12].

Fig. 2. Heatmap of gaze data spilling on the wall behind the object [12]

As an alternative to drawing heatmaps as a texture, whole
objects could be colored depending on their gaze duration [20].

¢) Exporting visualizations: This visualization can then
be explored in 3-dimensional space by the researchers or users,
or static images of a certain perspective within that scene can



(a) Projecied (top view) (c) Surface-based

{b) Object-based

Fig. 3. Different visualization approaches for object-based gaze data [20]

be rendered. With static images, an informative perspective
needs to be selected, that allows the viewer to grasp the
relevant data in that scene, without hiding important aspects
about the data either by occlusion or by positioning it outside
of the viewed area.

In some cases, it might make sense to render a 360° view of
the virtual visualization scene as a flattened panorama. And if
the 3-dimensional scene contains mostly flat objects of interest
(for example paintings in a gallery with many rooms), it could
be more useful to isolate these objects and simply render the
gaze data within these objects like classical 2-dimensional eye-
tracking results.

5) Hardware: Various types of hardware exist that are
specifically designed for eye-tracking studies. Mentioning all
existing eye-tracking devices would be out of scope for this
area, so we will focus here on showing devices that sup-
port 3-dimensional tracking and reconstruction. It has been
explained above how traditional eye-tracking hardware can
be augmented, in order to capture more data relevant for 3-
dimensional mapping or reconstruction. This includes multiple
cameras, RGB-D cameras or depth sensors to produce a 3-
dimensional video feed, accelerometers and fixed trackers to
augment positional and angular tracking of the device.

a) VR / AR: However, some consumer goods can also
be used to achieve the same results, mainly virtual and
augmented reality headsets, which increasingly include eye-
tracking capabilities out of the box. Utilizing these devices
can simplify the workflow of researchers, as these types of
headsets rely on accurate positional and angular tracking
in 3-dimensional space and even already provide some 3d-
reconstruction capabilities implemented by the manufacturer.
On the other hand, implementing eye-tracking methods in
consumer electronics and in the entertainment industry opens
the door to new frontiers of human-computer-interaction,
where users only need to move their eyes to interact with
a machine, eliminating the need for hand movements and
breaking down conceived barriers in the direct interaction with
a virtual environment.

b) HoloLens 2: The Microsoft Hololens 2 is an exam-
ple for such a consumer-oriented device that supports eye-
tracking, in order to better understand the users intent and
allow for implicit actions, like selecting objects and interacting
with the world only by gaze [19]. This furthermore enables for
attention tracking and gaze based scrolling. The accuracy of

gaze data collected by the Hololens 2 is within 1.5° in visual
angle after calibration [19]. A feature called spatial mapping
creates and caches a mesh of the room around the user,
which can be used for 3-dimensional reconstruction in eye-
tracking experiments [11]. The mesh created by this process
was measured to be precise up to 2.25cm [8].
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Fig. 4. 3D mesh automatically created by Hololens with spatial mapping [8]

c) Vive Pro Eye: The HTC Vive Pro Eye also has eye-
tracking features, with a gaze data accuracy of around 4.16°
[18]. HTC uses this information for a feature called foveated
rendering, in which the display within the headset only renders
the part around the fovea, at the center of the users gaze
direction, with high detail, while leaving the areas that the
user is not looking at in lower resolution [3]. This increases
the performance and of the device in the rendering pipeline,
as less detailed information needs to be calculated each frame,
resulting in a higher framerate and less battery consumption
for wireless usage.

6) Conclusion: In this section we saw an overview and
some techniques to process eye-tracking data and map col-
lected gaze coordinates towards a 3-dimensional scene and
how to visualize the collected data in such an environment.
This includes various ways of tracking the headsets positional
and angular movement through space, using raytracing to
determine 3-dimensional coordinates from gaze directions and
rendering gaze paths, point clouds or heatmaps into the scene.
Furthermore, we explored different methods and hardware that
can be utilized to reconstruct such a 3-dimensional scene from
data collected in the real world, like reconstructing from a
2-dimensional video feed, a video with depth information,
utilizing an additional video feed or using a pre-existing virtual
model of the scene.

Many advances have been made in the recent years towards
collecting more accurate data from the real world, using
cheaper yet reliable hardware. This not only makes eye-
tracking more accessible, but also facilitates research in 3-
dimensional scene reconstruction and better real-time render-
ing of visualizations. Advances in machine learning assist in
easy, increasingly robust and accurate 3-dimensional recon-
struction from video data. And capabilities of newer hardware,
especially in the virtual and augmented reality sector, make
this type of studies possible with consumer devices.
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